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RNN Applications

1

Sentiment analysis
Image source: Yang, Zichao, Diyi Yang, Chris Dyer, Xiaodong He, Alex Smola, and Eduard Hovy. "Hierarchical attention networks for document classification." In 
Proceedings of the 2016 conference of the North American chapter of the association for computational linguistics: human language technologies, pp. 1480-1489. 2016.
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RNN Applications

2

Stock price prediction

Image source: Selvin, Sreelekshmy, R. Vinayakumar, E. A. Gopalakrishnan, Vijay Krishna Menon, and K. P. Soman. "Stock price prediction using LSTM, RNN and 
CNN-sliding window model." In 2017 international conference on advances in computing, communications and informatics (icacci), pp. 1643-1647. IEEE, 2017.
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RNN Applications

3

Machine translation by seq2seq model

Image source: https://google.github.io/seq2seq/

https://google.github.io/seq2seq/
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RNN Applications

4

Anomaly detection
Image source: Luo, Weixin, Wen Liu, and Shenghua Gao. "A revisit of sparse coding based anomaly detection in 
stacked rnn framework." In Proceedings of the IEEE International Conference on Computer Vision, pp. 341-349. 2017.
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RNN Applications

5

Speech recognition

Image source: https://www.ibm.com/blogs/research/2019/10/end-to-end-speech-recognition/

WeChat speech
recognition of
“山东king” 60s
challenge



!"#$%&'()*+,-#$.
School of Informatics Xiamen University (National Characteristic Demonstration Software School)

RNN Applications

6

Image Captioning

Image source: Aneja, Jyoti, Aditya Deshpande, and Alexander G. Schwing. "Convolutional image captioning." In Proceedings of the IEEE conference on computer vision and pattern recognition, pp. 5561-5570. 2018.
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¡The data is ordered as a sequence.

¡There are correlations between data in the sequence.

¡Example:
¡ Speech.

¡ Text.

¡ Weather.

¡ User behavior.

¡ …

Sequential Data

7
Image source: https://www.researchgate.net/figure/Sequential-data-can-be-ordered-in-many-ways-including-A-temperature-measured-over-time_fig2_320032800
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Tasks with Sequential Data

Task Example of Input Example of Output 

Speech recognition Audio recording Text in English 

Language translation Text in English Text in Chinese 

Image captioning Image pixels Short description in English 

Sentiment classification Product review Positivity score 

Stock price prediction Historical stock prices Future stock price 

8

Sequential data Non-sequential data
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Sequential Data

¡Usually, we represent each sequential data sample as
𝒙 = [𝒙 ! , 𝒙 " , … , 𝒙 # , … , 𝒙 $ ]

where the index 𝑡 is the time step, totally we have 𝜏 time steps ,
and each 𝒙(#) is a 𝑑-dim vector.
¡𝒙 ! depends on 𝒙 !"# .

¡We can treat the sequential data sample as a whole (𝑑𝜏-dim
vector) and feed it into a MLP.
¡What are the problems here?

9
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Sequential Data

Problems of training sequential data with MLP:

¡In any sequence, nearby items are related and the order of
items matters. Fully connected layer treats every item
independently, until it learns otherwise.

¡Sequence length can vary across examples within the same task.
For MLP, shape of input and output is determined at design
time.

10



RNN

11
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RNN

12
Image source: Figure 10.2, Goodfellow, Bengio, and Courville, Deep Learning, Cambridge: MIT press, 2016.

¡ A typical Recurrent Neural Network (RNN) uses the following equation:
𝒉(") = 𝑓(𝒉 "$% , 𝒙 " , 𝜃)

where 𝒉(") is the hidden layer at time step 𝑡.
¡ The network typically learns to use 𝒉(") as a kind of lossy summary of the task-
relevant aspects of the past sequence of inputs up to 𝑡.
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RNN

13
Image source: Figure 10.2, Goodfellow, Bengio, and Courville, Deep Learning, Cambridge: MIT press, 2016.

Two major advantages:
¡ Regardless of the sequence length, the learned model always has the same
input size.

¡ It is possible to use the same transition function 𝑓 with the same parameters
at every time step.
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RNN

14
Image source: Figure 10.2, Goodfellow, Bengio, and Courville, Deep Learning, Cambridge: MIT press, 2016.

¡ It follows the same idea of parameter sharing as CNN.

¡ It is possible to learn a single model 𝑓 that operates on all time steps and all sequence
lengths, rather than needing to learn a separate model for all possible time steps.

¡ Learning a single, shared model allows generalization to sequence lengths that did
not appear in the training set.



!"#$%&'()*+,-#$.
School of Informatics Xiamen University (National Characteristic Demonstration Software School)

RNN

15
Image source: Figure 10.2, Goodfellow, Bengio, and Courville, Deep Learning, Cambridge: MIT press, 2016.

Recurrent connections

Vanilla RNN

¡ 𝑼 : a weight matrix for input-to-
hidden connections.

¡𝑾: a weight matrix for hidden-to-
hidden recurrent connections.

¡ 𝑽: a weight matrix for hidden-to-
output connections.

¡ 𝒐(") : the corresponding output of
input 𝒙(").

¡ 𝐿("): the loss measures how far each
𝒐(") is from the corresponding
training target 𝒚(").
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RNN

16
Image source: Figure 10.2, Goodfellow, Bengio, and Courville, Deep Learning, Cambridge: MIT press, 2016.

¡Forward propagation begins
with a specification of the
initial state 𝒉(%).

¡For each time step from 𝑡 = 1
to 𝑡 = 𝜏 , we apply the
following update equations:
𝒂(") = 𝒃 +𝑾𝒉("$%) +𝑼𝒙("),

𝒉(") = tanh 𝒂 " ,
𝒐(") = 𝒄 + 𝑽𝒉("),
4𝒚(") = softmax 𝒐 " ,
𝐿(") = 𝐽 4𝒚 " , 𝒚 " .

Vanilla RNN
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Backpropagation Through Time

¡Need to calculate the gradients for weights ∇𝑽𝐿, ∇𝑾𝐿, ∇𝑼𝐿, and
biases ∇𝒄𝐿 and ∇𝒃𝐿

¡Treat the recurrent network as a usual multilayer network and
apply backpropagation on the unfold network.

¡We move from the right to left: This is called Backpropagation
Through Time (BPTT).

17
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Backpropagation Through Time

18
Image source: Lecture 11, CMSC 35246 Deep Learning Spring 2017, University of Chicago



!"#$%&'()*+,-#$.
School of Informatics Xiamen University (National Characteristic Demonstration Software School)

Backpropagation Through Time

∇𝒄𝐿 ==
"

∇𝒐(")𝐿 ,

∇𝒃𝐿 ==
"

diag 1 − 𝒉 " )
∇𝒉(")𝐿 ,

∇𝑽𝐿 ==
"

(∇𝒐(")𝐿)𝒉
("), ,

∇𝑾𝐿 ==
"

diag 1 − 𝒉 " )
(∇𝒉(")𝐿)𝒉

("$%), ,

∇𝑼𝐿 ==
"

diag 1 − 𝒉 " )
(∇𝒉(")𝐿)𝒙

("$%), ,

19
Reference: Equation 10.22-10.28, Goodfellow, Bengio, and Courville, Deep Learning, Cambridge: MIT press, 2016.
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Bidirectional RNNs

20
Image source: Figure 10.11, Goodfellow, Bengio, and Courville, Deep Learning, Cambridge: MIT press, 2016.

¡Up to now, the state at time 𝑡 only
captures information from the past
𝑥(!), 𝑥("), … , 𝑥(#,!).

¡However, in many applications we want to
output a prediction of 𝑦(𝑡) which may
depend on the whole input sequence.

¡Bidirectional RNNs combine an RNN that
moves forward with another RNN that
moves backward.
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Deep Recurrent Networks 

21
Image source: Figure 10.13, Goodfellow, Bengio, and Courville, Deep Learning, Cambridge: MIT press, 2016.

¡ The computation in most RNNs can be
decomposed into three blocks of
parameters and associated transformations:

1. input to hidden;

2. hidden to hidden;

3. hidden to output.

¡ Would it be advantageous to introduce
depth in each of these operations?

¡ Of course, and the deep module can be
incorporated into different RNN
components.
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RNN: Many-to-Many

22
Image source: Figure 10.2, Goodfellow, Bengio, and Courville, Deep Learning, Cambridge: MIT press, 2016.
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RNN: Many-to-Many

23
Image source: https://stackoverflow.com/questions/50455556/rnn-with-simultaneous-pos-tagging-and-sentiment-classification

¡Application: Part-of-Speech (POS) tagging
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RNN: Many-to-One

24
Image source: Figure 10.5, Goodfellow, Bengio, and Courville, Deep Learning, Cambridge: MIT press, 2016.
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RNN: Many-to-One

25
Image source: https://stackoverflow.com/questions/50455556/rnn-with-simultaneous-pos-tagging-and-sentiment-classification

¡Application: Sentiment analysis
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RNN: One-to-Many

26
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RNN: One-to-Many

27

Training phase (many-to-many) Test phase (one-to-many)

Image source: Lecture 10, cs231n.



!"#$%&'()*+,-#$.
School of Informatics Xiamen University (National Characteristic Demonstration Software School)

RNN: One-to-Many

28
Image source: Karpathy, Andrej, and Li Fei-Fei. "Deep visual-semantic alignments for generating image descriptions." 
In Proceedings of the IEEE conference on computer vision and pattern recognition, pp. 3128-3137. 2015.

Image captioning

¡The RNN takes a word, the
context from previous time
steps and defines a distribution
over the next word in the
sentence.

¡The RNN is conditioned on the
image information at the first
time step.

¡ “START” and “END” are special
tokens.
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Example

29

Generated Shakespear work by RNN. It was trained on 4.4MB file containing all Shakespeare work.

Image source: http://karpathy.github.io/2015/05/21/rnn-effectiveness/
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Example

30

Generated LaTex file by RNN. It is trained on 16MB LaTex source file on algebraic geometry.

Image source: http://karpathy.github.io/2015/05/21/rnn-effectiveness/



SEQ2SEQ AND ATTENTION MODELS

31
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Sequence to Sequence

32
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Sequence to Sequence

33
Video source: https://jalammar.github.io/visualizing-neural-machine-translation-mechanics-of-seq2seq-models-with-attention/

Encoder Decoder
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Sequence to Sequence

¡Sequence to Sequence (seq2seq) is the key technique of Neural
Machine Translation (NMT).

¡The steps of a typical NMT model:
¡The input sentence 𝒙(#), 𝒙('), . . . , 𝒙(() via hidden unit activations
𝒉(#), 𝒉('), . . . , 𝒉(() is encoded into the thought vector 𝒄.

¡Using 𝒄 , the decoder then generates the output sentence
𝒚(#), 𝒚('), . . . , 𝒚()).

¡We stop when we sample a terminating token i.e. 𝒚()) = ⟨𝐸𝑁𝐷⟩.
¡A Problem? For long sentences, it is not enough for the decoder if
only the vector 𝒄 is given.

34
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Attention Models

¡When we ourselves are translating a sentence from one
language to another, we don’t consider the whole sentence at
all times.

¡Intuition: Every word in the output only depends on a word or a
group of words in the input sentence.

¡We would like the decoder, while it is about to generate the
next word, to pay attention to only a group of words in the
input sentence most relevant to predicting the right next word.

35



!"#$%&'()*+,-#$.
School of Informatics Xiamen University (National Characteristic Demonstration Software School)

¡ 𝒔! is the hidden state of decoder RNN for time 𝑖:
𝒔! = 𝑓 𝒔!"#, 𝒄! .

¡ 𝒄! is the context vector computed as a weighted sum of
the hidden state of encoder RNN 𝒉$:

𝒄! =)
$%#

&

𝛼!$𝒉$ .

¡ Each weight 𝛼!$ is calculated by:

𝛼!$ =
exp(𝑒!$)

∑'%#& exp(𝑒!')
,

𝑒!$ = 𝑎 𝒔!"#, 𝒉$ .
where 𝑎 as a feedforward neural network which is jointly
trained with all the other component.

Attention Models

36
Image source: Bahdanau, Dzmitry, Kyunghyun Cho, and Yoshua Bengio. "Neural machine translation by jointly learning to align and translate." arXiv preprint arXiv:1409.0473 (2014).

The weight is
determined by
𝒔!"# and 𝒉$

Current translation status Original text
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Attention Models

37
Video source: https://jalammar.github.io/visualizing-neural-machine-translation-mechanics-of-seq2seq-models-with-attention/
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Attention Models

38
Video source: https://jalammar.github.io/visualizing-neural-machine-translation-mechanics-of-seq2seq-models-with-attention/
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Attention Models

39
Image source: Bahdanau, Dzmitry, Kyunghyun Cho, and Yoshua Bengio. "Neural machine translation by jointly learning to align and translate." arXiv preprint arXiv:1409.0473 (2014).

¡ The matrix gives the degree of focus on all the input words.
¡ A linear order is not forced, but it figures out that the translation is approximately

linear.
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Attention in CV

40
Image source: https://en.wikipedia.org/wiki/Fovea_centralis

¡Attention can also be used to
understand images.

¡Humans don’t process a visual
scene all at once.
¡The Fovea gives high resolution

vision in only a tiny region of our
field of view.

¡A series of glimpses are then
integrated.
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Image Captioning using Attention 

¡Here we have an encoder and decoder as well:

¡Encoder: A trained network like ResNet that extracts features
for an input image.

¡Decoder: Attention based RNN, which is like the decoder in
the translation model.

¡While generating the caption, at every time step, the decoder
must decide which region of the image to focus.

41
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Image Captioning using Attention 

42

¡Not only generates good captions, but we also get to see where the 
decoder is looking at in the image.

¡Attention also play important roles for model interpretation.

Image source: Xu, Kelvin, Jimmy Ba, Ryan Kiros, Kyunghyun Cho, Aaron Courville, Ruslan Salakhudinov, Rich Zemel, and Yoshua Bengio. "Show, attend and tell: Neural image caption generation with visual attention." In International conference on machine learning, pp. 2048-2057. 2015.
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Image Captioning using Attention 

43
Image source: Xu, Kelvin, Jimmy Ba, Ryan Kiros, Kyunghyun Cho, Aaron Courville, Ruslan Salakhudinov, Rich Zemel, and Yoshua Bengio. "Show, attend and tell: Neural image caption generation with visual attention." In International conference on machine learning, pp. 2048-2057. 2015.
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Image Captioning using Attention 

44

Wrong captions

¡ Model interpretation is especially important when the prediction is wrong.

Image source: Xu, Kelvin, Jimmy Ba, Ryan Kiros, Kyunghyun Cho, Aaron Courville, Ruslan Salakhudinov, Rich Zemel, and Yoshua Bengio. "Show, attend and tell: Neural image caption generation with visual attention." In International conference on machine learning, pp. 2048-2057. 2015.



LSTM

45
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The Problem of Long-Term Dependencies

46
Image source: https://colah.github.io/posts/2015-08-Understanding-LSTMs/

¡ The most appealing advantage of RNNs is the ability to connect previous information
to the present task.
¡ E.g. using previous video frames might inform the understanding of the present frame.

¡ If the gap is not very far, it seems ok.
¡ E.g. the task of next word prediction: “the clouds are in the _”.
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The Problem of Long-Term Dependencies

47
Image source: https://colah.github.io/posts/2015-08-Understanding-LSTMs/

¡ Unfortunately, as that gap grows, RNNs become unable to learn to connect the
information.
¡ E.g. “I grew up in China … (300 words)… Of course I can speak fluent _.”

¡ In theory, RNNs are absolutely capable of handling such “long-term dependencies.”
But in practice, RNNs have difficulties to learn them.
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LSTMs

48

Jürgen Schmidhuber

Image source: https://www.bloomberg.com/news/features/2018-05-15/google-amazon-and-facebook-owe-j-rgen-schmidhuber-a-fortune

¡Long Short Term Memory networks (LSTMs) is
a special kind of RNN, explicitly designed for
learning long-term dependencies.

¡It was proposed in 1997 by Jürgen
Schmidhuber, but became popular until the
deep learning era.



49

Source: https://people.idsia.ch/~juergen/most-cited-neural-nets.html

https://people.idsia.ch/~juergen/most-cited-neural-nets.html
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LSTMs

50

Standard form of vanilla RNNs

Image source: https://colah.github.io/posts/2015-08-Understanding-LSTMs/
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LSTMs

51

LSTMs

Image source: https://colah.github.io/posts/2015-08-Understanding-LSTMs/

Long-term memory

Short-term memory
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LSTMs: Cell State

52
Image source: https://colah.github.io/posts/2015-08-Understanding-LSTMs/

¡ The key to LSTMs is the cell state, the
horizontal line running through the top
of the diagram.

¡ The cell state is kind of like a conveyor
belt (similar to the shortcut connection
in ResNet).

¡ It runs straight down the entire chain,
with only some minor linear interactions
(no concat).

¡ It’s very easy for information to just flow
along it unchanged.
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LSTMs: Gates

53
Image source: https://colah.github.io/posts/2015-08-Understanding-LSTMs/

A gate in LSTMs
𝑜𝑢𝑡𝑝𝑢𝑡 = 𝜎(𝑊 K 𝑖𝑛𝑝𝑢𝑡 + 𝑏)

¡Gates are a way to optionally let information through.
¡ Composed of a sigmoid neural net layer and a pointwise
multiplication operation.

¡ The sigmoid layer outputs numbers between zero and
one, describing how much of each component should
be let through.
¡ A value of zero means “let nothing through,” while a value of
one means “let everything through!”

¡ An LSTM has three of these gates, to control and
exploit the cell state.
¡ Forget gate.
¡ Input gate.
¡ Output gate.
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LSTMs: Forget Gate

54
Image source: https://colah.github.io/posts/2015-08-Understanding-LSTMs/

𝑓" = 𝜎(𝑊0 K ℎ"$%, 𝑥" + 𝑏0)

Forget gate

¡Decide what information we’re
going to throw away from the cell
state.
¡ The output of sigmoid layer is between 0
and 1, and multiplied to each number in
the cell state 𝐶("#.

¡ Example
¡ The cell state might include the gender
of the present subject, so that the
correct pronouns can be used.

¡ When we see a new subject, we want to
forget the gender of the old subject.
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LSTMs: Input Gate

55
Image source: https://colah.github.io/posts/2015-08-Understanding-LSTMs/

𝑖" = 𝜎 𝑊1 K ℎ"$%, 𝑥" + 𝑏1
Q𝐶" = tanh(𝑊2 K ℎ"$%, 𝑥" + 𝑏2)

Input gate

¡Decide what new information we’re 
going to store in the cell state.
¡ A sigmoid layer decides which values 

we’ll update.

¡ A tanh layer creates a vector of new 
candidate values.

¡Example
¡ Add the gender of the new subject to 

the cell state, to replace the old one 
we’re forgetting.
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LSTMs: Forget and Input Gate

56
Image source: https://colah.github.io/posts/2015-08-Understanding-LSTMs/

𝐶" = 𝑓"⨀𝐶"$% + 𝑖"⨀ T𝐶"

Update cell state

¡Update the old cell state, 𝐶!"#, into
the new cell state 𝐶!.
¡ Multiply the old state by 𝑓", forgetting

the things we decided to forget earlier.

¡ Add new information, which is
transformed by T𝐶" and selected by 𝑖".

¡Example
¡ Drop the information about the old

subject’s gender and add the new
information.
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LSTMs: Output Gate

57
Image source: https://colah.github.io/posts/2015-08-Understanding-LSTMs/

𝑜" = 𝜎 𝑊3 K ℎ"$%, 𝑥" + 𝑏3
ℎ" = 𝑜"⨀tanh(𝐶")

Output gate

¡Decide what we’re going to output.
¡ Run a sigmoid layer which decides what

parts of the cell state we’re going to
output.

¡ Put the cell state through tanh and
multiply it by the output of the sigmoid
layer.

¡Example
¡ It integrates the information of the new

subject (e.g. singular or plural) with the
scene or environment stored in the cell
state to predict a coming relative verb.
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GRU

58

𝑧" = 𝜎 𝑊4 K ℎ"$%, 𝑥"
𝑟" = 𝜎 𝑊5 K ℎ"$%, 𝑥"
Wℎ" = tanh(𝑊 K [𝑟"⨀ℎ"$%, 𝑥"])
ℎ" = 1 − 𝑧" ⨀ℎ"$% + 𝑧"⨀Wℎ"

Image source: https://colah.github.io/posts/2015-08-Understanding-LSTMs/

¡Gated Recurrent Unit (GRU) is a
variant of LSTM.

¡GRU performs similarly to LSTM
but is computationally cheaper.

¡Merges the cell state and hidden
state.

¡Combine the forget and input
gates into a single update gate.
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Example

59
Image source: http://karpathy.github.io/2015/05/21/rnn-effectiveness/

Next character prediction by LSTM. Red: top 5 prediction probability; Blue: negative value 
of some neuron in cell state; Green: positive value of some neuron in cell state.

The LSTM is likely using this neuron to 
remember if it is inside a URL or not.
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Example

60
Image source: http://karpathy.github.io/2015/05/21/rnn-effectiveness/

Next character prediction by LSTM. Red: top 5 prediction probability; Blue: negative value 
some neuron in cell state; Green: positive value of some neuron in cell state.

The highlighted neuron here gets very activated when the RNN is 
inside the [[ ]] markdown environment and turns off outside of it.
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Case Study: Classifying Names with RNN by PyTorch

¡Build and train a basic character-level RNN to classify names.
¡ Input: words as a series of characters.

¡Output: scores of which language a name is from.

61
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Case Study: Classifying Names with RNN by PyTorch

62
Source: https://pytorch.org/tutorials/intermediate/char_rnn_classification_tutorial.html

¡Training data:



63

¡Turning names into Tensors.

¡Use one-hot vector of size
<1 x n_letters>.
¡ e.g. "b" = [0, 1, 0, 0, 0, ...].

¡To make a word we join a bunch of 
those into a 2D 
matrix <line_length x 1 x n_letters>.
¡ The dimension 1 in the middle is the

batch size.

Source: https://pytorch.org/tutorials/intermediate/char_rnn_classification_tutorial.html
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¡Creating the network

Source: https://pytorch.org/tutorials/intermediate/char_rnn_classification_tutorial.html
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Output is <1 x n_categories>.
Every item is the likelihood of that category.

Hidden state



66Only the last output is returned.
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Feed a name (a line) 
into RNN each time



68
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¡ Create a confusion matrix, indicating for every actual language (rows) which language 
the network guesses (columns).
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???
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Conclusion

After this lecture, you should know:

¡What is the basic structure of RNNs.

¡What is the hidden state.

¡How do RNNs handle sequential data.

¡What is attention and how does it help?

¡What is the problem of long-term dependencies?

¡What is the basic idea of LSTM?

72
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Suggested Reading

¡Deep learning textbook chapter 9

¡The Unreasonable Effectiveness of Recurrent Neural Networks

¡Understanding LSTM Networks

¡Visualizing A Neural Machine Translation Model

¡Show, Attend and Tell: Neural Image Caption Generation with
Visual Attention

¡Neural Machine Translation By Jointly Learning To Align And
Translate

73

http://karpathy.github.io/2015/05/21/rnn-effectiveness/
https://colah.github.io/posts/2015-08-Understanding-LSTMs/
https://jalammar.github.io/visualizing-neural-machine-translation-mechanics-of-seq2seq-models-with-attention/
http://proceedings.mlr.press/v37/xuc15.pdf
http://proceedings.mlr.press/v37/xuc15.pdf
https://arxiv.org/pdf/1409.0473)
https://arxiv.org/pdf/1409.0473)


!"#$%&'()*+,-#$.
School of Informatics Xiamen University (National Characteristic Demonstration Software School)

Thank you!

74

¡Any question?

¡Don’t hesitate to send email to me for asking questions and
discussion.J


