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Abstract

Person re-identification (Re-ID) is an important task in video
surveillance which automatically searches and identifies peo-
ple across different cameras. Despite the extensive Re-ID
progress in Visible cameras, few works have studied the Re-
ID between infrared and Visible images, which is essentially
a cross-modality problem and widely encountered in real-
world scenarios. The key challenge lies in two folds, i.e.,
the lack of discriminative information to re-identify the same
person between Visible and infrared modalities, and the dif-
ficulty to learn a robust metric for such a large-scale cross-
modality retrieval. In this paper, we tackle the above two chal-
lenges by proposing a novel Dual-level Alignment Network
(DANet). To handle the lack of insufficient discriminative in-
formation, we design a cutting-edge metric learning objective
function to learn discriminative feature representation from
different modalities. To handle the issue of modality discrep-
ancy, we integrate a mutual learning manner, which minimize
modality discrepancy by close the distribution of two modal-
ities. The entire DANet can be trained in an end-to-end man-
ner by using a standard deep neural network framework. We
have quantized the performance of our work in the newly-
released RegDB Visible-Infrared Re-ID benchmark, and have
reported superior performance

Introduction

Person re-identification (Re-ID) (Gong et al. 2014) aims at
matching individual pedestrian images in a query set to ones
in a gallery set captured by different cameras. It is challeng-
ing due to the variations of viewpoints, body poses, illumina-
tions, and backgrounds. Most existing person Re-ID meth-
ods focus on matching pedestrian images captured by visi-
ble cameras which can be formulated as a single-modality
matching problem. However, such a setting is not workable
for ever-increasing visible cameras in surveillance systems
such as at night, which cannot capture discriminative infor-
mation under poor illumination conditions.

Cutting-edge surveillance systems are able to automati-
cally switch from visible to infrared mode, which has accu-
mulated a significant amount of cross-modality data. Re-ID
problem in such a cross-modality setting thereby becomes
extremely challenging, which is essentially a cross-modality
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Figure 1: The modality discrepancy is more significant than the
appearance variation in the cross-modality Re-ID problem. The
distance of the same identity between different modalities is larger
than that of different identities in the same modality in the feature
space.

retrieval problem. Compared to conventional person Re-ID,
a new challenge arises from the modality discrepancy by
different spectrum cameras. To perform visible-infrared per-
son Re-ID, many methods (Wu et al. 2017; Dai et al. 2018;
Hao et al. 2019a; Wang et al. 2019b; Li et al. 2020) have
been proposed, which aim to alleviate the modality discrep-
ancy by aligning feature or pixel distributions. Despite the
encouraging achievement, the existing approaches are still
limited in learning discriminative features across different
modalities. Besides the modality discrepancy, the limited in-
formation in infrared images also increases the difficulty of
matching. As shown in Fig. 1, the visible-infrared person
re-identification task need to face both the modality discrep-
ancy and the discriminability intra the modality. Due to the
large discrepancy between the features who have the same
identity, the matching across the modality can be difficult.
Essentially, existing visible-infrared person Re-ID methods
typically consider the input image as a whole when allevi-
ating the modality discrepancy, which neglects the discrimi-
native information. It closes the features, especially the fea-
tures of infrared images whose information are much more
limited than the visible ones.

The proposed DANet uses a mutual learning manner
to close the distribution of two modalities. Two modality-
specific classifiers are applied to learning identity informa-



tion from a certain modality. And we confuse the feature’s

prediction provided by two classifiers to enforce the back-

bone extract modality-irrelevant features. Furthermore, we
proposed a cross-modality center loss to minimize inter-
class ambiguity while maximizing cross-modality similarity
among instances.

The contributions of this work are summarized in the fol-
lowing:

* We propose an end-to-end Dual-level alignment network
for RGB-IR person re-identification, where the cross-
modality representations are learned in a mutual learning
manner and a cross-modality center loss is proposed to
ensure the discriminability of the features.

* To alleviate the modality discrepancy in the classifier
level, we adopt a mutual learning manner to close the dis-
tribution of two modalities by confusing the prediction of
two modality-specific classifiers.

* To alleviate the modality discrepancy in the feature level,
we further propose an objective function called cross-
modality center loss to learn discriminative representation
while alleviating the modality discrepancy in the feature
space.

Related Work

Visible-infrared Person Re-ID. Visible-infrared Person
Re-ID has received increasing attention in recent years due
to its effectiveness under the poor illumination conditions.
To address the challenge caused by modality discrepancy,
many cross-modality person Re-ID approaches have been
proposed. Wu ef al. (Wu et al. 2017) proposed a deep
zero-padding network learning features in a common space
and construct the first large-scale visible-infrared dataset
named SYSU-MMOI. To constrain the intra-modality and
inter-modality variations, an end-to-end dual-stream hyper-
sphere manifold embedding model is proposed in (Hao et al.
2019b). In (Ye et al. 2018b), a dual-path network with a bi-
directional dual-constrained top-ranking loss is introduced
to learn modality alignment feature representations. And Ye
et al. also proposed a hierarchical cross-modality match-
ing model that jointly optimizing the modality-specific and
modality-shared metrics in (Ye et al. 2018a). DFE (Hao et al.
2019a) is proposed to align the information both in region
and modality. Some works are GAN-based approaches, cm-
GAN (Dai et al. 2018), D? RL (Wang et al. 2019b), Align-
GAN (Wang et al. 2019a) and JSIA-ReID (Wang et al.
2020). cmGAN adopts generative adversarial training to
map the features into a common space. D? RL apply GANs
to generate missing modality information extending the in-
put of the feature extractor to four dimensions. Further-
more, AlignGAN and JSIA-ReID implement pixel and fea-
ture alignment in a unified GAN framework. Similar, Li et
al. (Li et al. 2020) and cm-SSFT (Lu et al. 2020) generate a
new modality between these two modalities to alleviate the
modality discrepancy. Nevertheless, these approaches pro-
posed to replenish the modality information or directly map
the features into a common feature space. They mainly focus
on alleviating the modality discrepancy while the robustness
of the extracted features are ignored.

Metric Learning. Metric learning plays an important role
in the deep learning method, due to its wide application.
Center Loss (Igbal et al. 2019) focus on increasing the sim-
ilarity among the instances have the same ground-truth by
closing them to their center. Consider the relationship to
the negative instances, Triplet Loss (Schroff, Kalenichenko,
and Philbin 2015) is proposed to minimize the distance be-
tween positive instance pair while maximizing the distance
between negative instance pair. Recently, the metric learning
is further consider the balance of grad between the positive
pair and the negative pair to better optimizing the model. The
proposed Circle Loss (Sun et al. 2020) combines the triplet
loss with the Softmax loss to keep the balance between two
types of pair. In this paper, we proposed a metric learning
method that is designed to consider both the identity and
modality for cross-modality retrieval.

Teacher-Student models. In semi-supervised learning
methods and knowledge distillation methods, teacher-
student models play an important role. The key idea of
teacher-student models is to create consistent training super-
vision for each sample by collecting predictions from dif-
ferent models. It is an effective and widely used technique
to transfer knowledge from a teacher to a student network.
Temporal ensembling (Laine and Aila 2017) saves an aver-
age prediction in an exponential moving way for each sam-
ple as the supervisions of the unlabeled samples. To reduce
the cost of saving predictions, Mean Teacher (Tarvainen and
Valpola 2017) temporally averaged model weights at dif-
ferent training iterations to create the supervisions for un-
labeled samples. Different from the one-way transfer be-
tween a teacher and a student, deep mutual learning (Zhang
et al. 2018) is an ensemble of students who learn collabora-
tively and teach each other throughout the training process.
Combine the mutual learning and mean teaching, MMT (Ge,
Chen, and Li 2020) aims to reduce the impact of noise from
the pseudo label by using two mean teachers to generate
soft labels for another two networks. In these manners, they
propose the distillation method to improve performance by
teaching each other the specific knowledge. And we apply
the mutual learning method to mine the common knowledge
involved in the both two modalities closing the modality dis-
crepancy.

Proposed Method

Problem Formulation
Let V = {x{"} ¥ and R = {x{"} " respectively denote

the visible imagZe:s and infrared images in a cross-modality
person Re-ID dataset, where N,, and N, are the numbers of
samples in these modalities. There are totally N = N, + N,

samples in the dataset with the corresponding identity label

set Y = {y(’:)}fv:pl, where N, is the number of identities.
Given a query of a certain pedestrian, the cross-modality
person Re-ID aims to match the same person by finding a
ranked list of images from another modality image set ac-
cording to similarity.

As shown in Fig. 2, the Dual-level Alignment Network
(DANet) learns cross-modality representations to perform
visible-infrared person Re-ID. Firstly, DANet adopts a one-
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Figure 2: Framework of the proposed Dual-level Alignment Network (DANet). Firstly, the visible and infrared images are fed into the
backbone to extract features. Then the features are aligned by reducing the distance to the center with the same identity and the different
modality. Further the modality-specific classifiers are applied to predict the class of the features. To alleviate the modality discrepancy, the
classifiers are used to predict the features from another modality and align the prediction distributions of a feature. In this way, the modality
discrepancy is alleviated in both feature level and classifier level. And in test stage, the modality-irrelevant discriminative features extracted

by the backbone will directly work as the representation of images.

stream convolutional neural network E(-) to extract fea-
ture maps from both visible and infrared modalities. Then
DANet aligns both the modality and the identity in the
feature level with the guide of cross-modality center loss.
To further alleviate the modality discrepancy, we align the
prediction of the same image generated by two different
modality-specific classifiers.

Feature Level Alignment

For an input image x, no matter which modality it comes
from, we first extract its feature map Z = E(x) € RPxwxe,
where h, w, c respectively denote the height, width and the
dimension of the feature map.

A conventional triplet loss with hard sample mining intra
the mini-batch can be represent as:
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where n and m are the numbers of visible images and in-
frared images in the current batch and p is the margin repre-
sents the least distance between negative pairs and positive
pairs. The y(*) is the identity of feature f(*) and [-] | represent
function max{-, 0}. However, this loss do not consider the
modality information. In the test stage, the query set and the
gallery set are from different modalities. Thus, for a query
sample, we just need to ensure the most similar sample in

another modality has the same identity.

To consider the identity and modality information at the
same time, we define the cross-modality triplet loss as fol-
low:

Ec—tri = {||f(2) - f(k)HQ}
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where s() is the modality label of feature £(). Compare with
the conventional triplet loss, the cross-modality loss only
sample images from different modalities to form the pairs
and the optimization process will learn identity and modal-
ity information at the same time.

However, the modality discrepancy is increases with the
increasing distance to the negative sample. To avoid the
identity learning affect modality learning in a bad manner,
we propose the cross-modality center loss:
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where cy(‘) is the center of features have identity y(*) from
s T

different modality to feature f(*). The Eq. 3 avoid increas-
ing the distance between features from different modalities
which increases the modality discrepancy at the same time.



Classifer Level Alignment

Given features f, from the visible modality and £, from the
infrared modality, the modality-specific classifiers provide
their predictions. These classifiers are trained with the fol-
lowing cross-entropy loss in a supervised manner:
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where n and m respectively denote the numbers of visible

and infrared images in the current batch, y and y(J )

spectlvely denote the correspondmg label of f1§ and fr(] ),

and C, (fy )|91,) and C, ( \0 ) are predictions of the two
classifiers with parameter 6, and 0,., respectively.

As the training images fed to each classifier come from
a certain modality, the classifier learns the knowledge only
from its corresponding modality. Thus, given a feature f,
no matter which modality it comes from, if two modality-
specific classifiers provide the same prediction, it means this
feature can be regarded as from both two modalities. In other
words, the modality discrepancy is eliminated.

To this end, we impose a modality constraint based on
Kullback-Leibler divergence as

Co(£”16,)
Ly = —Zc (£)16,) log v 12
= Co(£5716,) )
m (4)
iz U fj ‘0 Cv(f |9U)
m = T(f(])|9)

This loss encourages the modality-specific classifiers to
provide consistent predictions for the same-identity feature,
no matter what modalities it comes from.

Optimization
The total loss £ of DANet is defined as

L="Lig+ Lo+ ALy, (6)

where L, is the cross-entropy loss which can be seen as the
baseline in retrieval tasks . A; and )\ are hype-parameters to
balance the contributions of individual loss terms.

Experiments
Datasets and Experimental Setting

Datasets. We evaluate our method on two public datasets
SYSU-MMO01 (Wu et al. 2017) and RegDB (Nguyen et al.
2017).

* SYSU-MMOL1 is a large-scale dataset collected by four
visible cameras and two near-infrared ones, including
both indoor and outdoor environments. The dataset con-
sists of 30,071 visible images and 15,792 infrared im-
ages of 491 identities, where the images of each identity
are captured by one visible camera and one near-infrared

camera at least. The training set contains 22, 258 visible
images and 11, 909 infrared ones involving 395 identities,
while the query set and the gallery set contain 3, 803 in-
frared images and 301 (3, 010) randomly sampled visible
images from 96 identities for single-shot (multi-shot).

* RegDB is constructed by a pair of aligned cameras (one
visible and one thermal). It contains 8, 240 images of 412
identities, each having 10 images from a visible camera
and 10 images from a thermal one. The dataset is ran-
domly split into two halves: the images of 206 identities
for training and the rest also involving 206 identities for
testing.

Evaluation metrics. To perform a fair comparison with
existing methods, all experiments follow the common eval-
uation settings in existing cross-modality Re-ID methods.
SYSU-MMO1 has two different evaluation settings: the all-
search mode and indoor-search mode. In the all-search
mode, the gallery set contains images from all the visible
cameras, while in the indoor-search mode, the gallery set
only contains images from the indoor visible cameras. Fol-
lowing (Ye et al. 2018b), RegDB contains two test modes:
use infrared images as query set and visible images as
gallery set, and vice versa. For both datasets, the Cumulative
Matching Characteristic (CMC) and mean Average Preci-
sion (mAP) metrics are adopted to evaluate the performance.

Implementation details. We implement our DANet with
PyTorch and train it on a single GTX1080Ti GPU. The mini-
batch size is set to 128. For each mini-batch, we randomly
sample 16 identities and 8 images for each identity. The
model is optimized by using Adam with an initial learning
rate of 3.5 x 10™%, which decays at the 80th and 120th
epoch with a decay factor of 0.1, and the weight decay is
set to 5 x 10~%. The total number of training epochs is set
to 140. The cross-modality center loss margin p is set to 0.7.
The hype-parameters A; and A, are set to 1.0 and 2.5, re-
spectively.

The ResNet-50 (He et al. 2016) pre-trained on ImageNet
is employed as the backbone, where the stride size of the
last convolutional layer is set to 1. The classifier C,,, C,.,
and C are implemented by a single FC layer without bias.
Consider the aspect ratio of raw images, the input images are
re-scaled to a fixed size of 384 x 128. In the training stage,
the input images are randomly flipped and erased with 50%
probability.

Comparison with State-of-the-art Methods

We compare our DANet with state-of-the-art (SOTA)
visible-infrared cross-modality person Re-ID approaches.
The compared SOTAs include three base methods (Two-
stream, One-stream and Zero-Padding) (Wu et al. 2017),
three GAN-based methods (cmGAN (Dai et al. 2018),
AlignGAN (Wang et al. 2019a) and JSIA-RelID (Wang et al.
2020)), two methods by aligning the modality on a mid-
dle modality (XIV-RelD (Li et al. 2020) and cm-SSFT (Lu
et al. 2020)). one similarity-based method (SIM (Jia et al.
2020)), and two dual-level alignment methods (DFE (Hao
et al. 2019a) and D?RL (Wang et al. 2019b)).



Method

All-Search

Indoor-Search

Single-Shot

Multi-Shot

Single-Shot

Multi-Shot

R1 RI10 R20

mAP

R1 R10 R20

mAP

R1 RI10 R20

mAP

R1 R10 R20

mAP

Two-stream (Wu et al. 2017)
One-stream (Wu et al. 2017)
Zero-Padding (Wu et al. 2017)
c¢cmGAN (Dai et al. 2018)
D2RL (Wang et al. 2019b)
JSIA-ReID (Wang et al. 2020)
AlignGAN (Wang et al. 2019a)
cm-SSFT(sq) (Lu et al. 2020)
DFE (Hao et al. 2019a)
XIV-RelD (Li et al. 2020)
SIM (Jia et al. 2020)
cm-SSFT (Lu et al. 2020)

11.65 47.99 65.50
12.04 49.68 66.74
14.80 54.12 71.33
26.97 67.51 80.56
28.90 70.60 82.40
38.10 80.70 89.90
42.40 85.00 93.70
4770 - -

48.71 88.86 95.27
49.92 89.79 95.96
56.93 - -

61.60 89.20 93.90

12.85
13.67
15.95
27.80
29.20
36.90
40.70
54.10
48.59
50.73
60.88
63.20

16.33 58.35 74.46
16.26 58.14 75.05
19.13 61.40 78.41
31.49 72.74 85.01

45.10 85.70 93.80
51.50 89.40 95.70

54.63 91.62 96.83

63.40 91.20 95.70

8.03
8.59
10.89
22.27

29.50
33.90

42.14

62.00

15.60 61.18 81.02
16.94 63.55 82.10
20.58 68.38 85.79
31.63 77.23 89.18

43.80 86.20 94.20
45.90 87.60 94.40
5740 - -

52.25 89.86 95.85

70.50 94.90 97.70

21.49
22.95
26.92
42.19

52.90
54.30
59.10
59.68

72.60

22.49 72.22 88.61
22.62 71.74 87.82
24.43 75.86 91.32
37.00 80.94 92.11

52.70 91.10 96.40
57.10 92.70 97.40

59.62 94.45 98.07

73.00 96.30 99.10

13.92
15.04
18.86
32.76

42.70
45.30

50.60

72.40

DANet (Ours)

66.89 95.06 98.09

64.69

72.53 97.08 99.08

59.53

73.21 97.90 99.38

78.11

80.30 99.15 99.82

72.15

Table 1: Comparison of CMC (%) and mAP (%) performances with the state-of-the-art methods on SYSU-MMO01

Method infrared2visible | visible2infrared

Rank-1 mAP | Rank-1 mAP

Zero-Padding (Wu et al. 2017) 16.7 17.9 17.8 18.9
D2RL (Wang et al. 2019b) - - 434 44.1
JSIA-ReID (Wang et al. 2020) 48.1 48.9 48.5 49.3
AlignGAN (Wang et al. 2019a) 56.3 53.4 57.9 53.6

XIV-RelD (Li et al. 2020) 62.3 60.2 - -

DFE (Hao et al. 2019a) 68.0 66.7 70.2 69.2
cm-SSFT (Lu et al. 2020) 71.0 71.7 72.3 729
SIM (Jia et al. 2020) 75.2 78.3 74.7 75.2
DANet(Ours) 78.3 73.8 79.4 74.3

Table 2: Comparison of the CMC (%) and mAP (%) performances
with SOTAs on RegDB

SYSU-MMO1
Method single-shot all-search
Rank-1 Rank-10 Rank-20| mAP
Baseline 5450  88.55 94.69 |51.84
B+ CC 58.57 91.69  97.24 |57.78
B + ML 63.49 9250  96.71 [60.17
B+ ML + CC 66.89 9506  98.09 |64.69

Table 3: Ablation study in terms of CMC (%) and mAP (%) on
SYSU-MMO01

Comparisons on SYSU-MMO1. The comparison re-
sults on SYSU-MMO01 are shown in Table 1. The pro-
posed DANet outperforms existing SOTAs by large mar-
gins. Specifically, DANet achieves the Rank-1 accuracy of
66.89% and mAP of 64.69% in the all-search and single-
shot mode, significantly improving the Rank-1 accuracy by
5.29% and mAP by 5.04% over the best SOTA cm-SSFT.

Comparisons on RegDB. We also evaluate DANet on a
small-scale dataset, RegDB, as shown in Table 2. Similar
to the results on SYSU-MMO1, DANet consistently outper-
forms current SOTAs. Specifically, we achieve Rank-1 accu-
racy of 78.3% and mAP of 73.8% in infrared2visible mode,
and Rank-1 accuracy of 79.4% and mAP of 74.3% in vis-
ible2infrared mode, significantly improving the Rank-1 by
3.1% and 4.7% in two test modes over the best SOTA SIM.

The above results demonstrate the outstanding perfor-
mance of MPANet thanks to its ability in cross-modality nu-
ances discovery for visible-infrared person Re-ID.

Ablation Study

In this section, we conduct an ablation experiment to eval-
uate the contribution of each module. The baseline method
uses ResNet-50 as the backbone network followed by the
BN neck and an FC layer as the classifier and trained with
L;q in the same setting. The ablation experiment is con-
ducted on SYSU-MMO1 in the all-search single-shot mode.
To illustrate the contribution of each module or objective
function, we add them into the model one by one.

As shown in Table 3, the effectiveness of each component
is revealed. Compare with baseline, the cross-modality cen-
ter (CC) loss improve the Rank-1 accuracy and mAP accu-
racy by 4.07% and 5.94%, respectively. And mutual learn-
ing (ML) respectively improve the Rank-1 accuracy and
mAP accuracy by 8.99% and 8.33%. When these two objec-
tive functions work together to learn identity and alleviate
modality discrepancy, the Rank-1 accuracy and mAP accu-
racy are significantly improved by 12.39% and 12.85%. The
results demonstrate that each module plays a role effectively
in alleviating modality discrepancy or improving discrim-
inability.

Conclusion

In this paper, we proposed the joint Dual-level Align-
ment network, termed DANet, to learn the identity informa-
tion while alleviating the modality discrepancy for visible-
infrared person Re-ID. To this end, the proposed DANet fo-
cuses on extracting modality-irrelevant features that particu-
larly attend to the identity information. Specifically, DANet
first align the modality discrepancy in the feature level by
the cross-modality center loss which alleviate the modality
discrepancy by reducing the distance between the centers
from different modalities of features with a certain iden-
tity. Then, in the classifier level, the classifiers learn from
each other to increase the similarity between distributions
alleviating the modality discrepancy. Finally, We optimize
the DANet in an end-to-end manner. Experiment results
on two public datasets SYSU-MMO1 and RegDB amply
proves essential to discover cross-modality nuances in cross-
modality retrieval problem and demonstrate the effective-
ness of MPANet for visible-infrared person Re-ID.
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