Artificial intelligence: Future for Polyp Diagnosis!
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Abstract

Colorectal polyp is an independent risk factor of col-
orectal cancer, as well as a common disease in chil-
dren with serious effects on normal growth and devel-
opment. Colonoscopy is the gold standard for the de-
tection and diagnosis of colonic polyps, while the diag-
nosis quality various due to operator’s diagnosis expe-
rience and their visual fatigue. Therefore, it is impor-
tant to improve the diagnosis accuracy of colonic polyp
from the colonoscopy. An artificial intelligence model
which can identify colorectal polyp patients at early
stage would be useful for earlier intervention. However,
the full connection layer in the existed deep learning
models not only brings a large number of parameters,
but also easily makes these networks fall into over fit-
ting, resulting in weak network generalization ability.
In this study, we collected two children colonic polyp
RGB image datasets from public database, CP-CHILD-
A dataset and CP-CHILD-B, as training sets and test-
ing sets respectively. By using global average pooling,
we proposed the improved approaches: ResNets-GAP,
which has much fewer parameters than origin ResNets.
The accuracy, sensitivity and specificity of the model in
the testing dataset are all above 95%. The experimental
results show that the proposed approach has good effect
on the automatic detection of colonic polyps.

Introduction

Colorectal cancer (CRC) is one of the most common cancer
with high incidence rate and mortality in the world (Miller
et al. 2021). Colonoscopy and polypectomy are the standard
nursing methods for early diagnosis and prevention of col-
orectal cancer. Studies shown that they can significantly re-
duce the incidence rate and mortality of colorectal cancer
(Atkin et al. 2017). Colonic polyp is a common disease in
children, which seriously affects the normal growth and de-
velopment of children. Colorectal polyp is an independent
risk factor for colorectal cancer, especially the polyps with
large diameter, large number and atypical hyperplasia. If
colonic polyps cannot be treated early, it is more probably to
develop to CRC. Therefore, early detection and treatment of
colonic polyps effectively reduce the incidence rate of colon
cancer (Johnson and Dachman 2000).
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Colonoscopy is the gold standard for the detection and di-
agnosis of colonic polyps. The results of colonoscopy are
easily affected by the operator’s experience. Factors such as
lack of experience and visual fatigue directly affect the accu-
racy of diagnosis (Azer 2019). Studies show that the missed
detection rate of colonoscopy for colon polyps and colon tu-
mors is as high as 25% (Zhao et al. 2019). Therefore, it is
very important to ensure the quality of colonoscopy and im-
prove the accuracy of colonoscopy diagnosis.

Colonoscopy CAD has been a hot spot in Artificial In-
telligence research (Badgeley et al. 2019; Lo et al. 2018).
In 2003, in the preliminary study of detecting polyps in
white light colonoscopy images, wavelet transform was
used as an image classifier (Karkanis et al. 2003; Maroulis
et al. 2003). Since then, there have been more CAD ap-
plications based on specific databases (Wang et al. 2015;
Tajbakhsh, Gurudu, and Liang 2015), but the number of im-
ages in these databases is limited, mostly less than 20. In
2015, Tyler Berzin and his team first proposed the concept of
using artificial intelligence technology to assist endoscopic
diagnosis (Mahmud et al. 2015). For a long time, researchers
used low-level simple features to detect polyps through ma-
chine learning model. The feature acquisition method is
usually artificially designed and extracted information such
as boundary (shape), texture, intensity, color and spatio-
temporal features, which is difficult to ensure the high ac-
curacy of polyp intelligent recognition (Bernal et al. 2017,
Zhu, Fan, and Liang 2010).

With the huge improvement of computer technology and
data volume, the field of artificial intelligence, including
Machine Learning (ML) and Deep Learning (DL), has ush-
ered in unimaginable progress in recent years. The med-
ical service industry is one of the earliest fields to ap-
ply artificial intelligence system on a large scale (Short-
liffe et al. 1973), which has achieved encouraging and con-
tinuous improvement results. Computer Aided Diagnosis
(CAD) systems can diagnose various diseases with high
accuracy, even surpassing human experts nowadays. The
image analysis systems based on artificial intelligence has
also been widely used in radiology, pathology, ophthalmol-
ogy, heart disease, skin disease and other professional fields
(Farkhadov, Eliseev, and Petukhova 2020).

Especially for DL algorithms, such as Convolutional Neu-
ral Network (CNN) (LeCun et al. 1998), have achieved great



success in image recognition, image segmentation (Wang et
al. 2019), language understanding and other fields. With the
development of deep learning algorithm and the significant
improvement of computer computing power, the CAD of
colonoscopy is becoming a reality (Mori et al. 2017). Sev-
eral DL models, especially CNN, have been used for lesion
detection of colonoscopy, including polyp classification, de-
tection and segmentation, polyp tracking and improving the
accurate diagnosis rate (Azer 2019; Badgeley et al. 2019;
Lo et al. 2018).

With the development and optimization of deep learn-
ing, the CAD model of gastrointestinal endoscopy based on
deep learning has emerged(Mori et al. 2017). Zhu y et al.
(Zhu et al. 2019) used CNN to determine the depth of in-
vasion of gastric cancer and confirmed that its recognition
ability is better than that of endoscopists. Park et al. (Park
and Sargent 2016) used CNN to automatically extract diag-
nostic features from colonoscopy images. Tajbakhsh et al.
(Tajbakhsh, Gurudu, and Liang 2015) proposed a new polyp
detection method based on convolutional neural network to
make polyp location more accurate. Urban et al. (Urban et al.
2018) applied CNN system to colonoscopy images, and the
cross validate accuracy of CNN in identifying polyps was
96.4%.

For image classification, the classical CNN network in-
puts the feature map generated by the last convolution layer
into the fully connected layer, and then connects with the
softmax logistic regression layer(Wang et al. 2020a). How-
ever, the full connection layer not only brings a large num-
ber of parameters, but also easily makes the network fall
into over fitting, resulting in weak network generalization
ability. Lin et al. (Lin, Chen, and Yan 2013) first proposed
the method of global average pooling (GAP). Different from
the traditional FC layer, the gap layer applies global average
pooling to the whole feature mapping, so that each feature
mapping can only get one output, which reduces the num-
ber of parameters, simplifies the network, avoids over fitting,
and makes the classification task highly interpretable.

Therefore, we propose to optimize the global average
pooling (GAP) of the classical CNN models DenseNet
and ResNet to obtain DenseNet-GAP and ResNet-GAP. We
hope to get a better colon polyp CAD detection model based
on colonoscopy by comparing the optimized model with the
classical model.

Methods

Different from the traditional detection method, we ap-
ply the image classification method of DL network to the
colonic polyp detection. Due to the variety of colonic polyps
in morphology and the complexity of intestinal environment,
it is necessary to choose the CNN model with a high degree
of non-linear. The classical ResNets shows excellent recog-
nition ability on the labeled colonic polyp datasets. Based
on the aforementioned network, we propose a new network
structure by using GAP, which names ResNets-GAP. The
improved networks have outstanding classification perfor-
mance, and also greatly reduce the number of parameters
compared with the original networks.

In the task of colonic polyp recognition based on DL net-
work, the medical images are directly fed into the trained
network model, and the diagnosis results are given by the
system, which can give doctors a clear prompt. Doctors can
judge more carefully according to the results. Such assis-
tance can effectively help endoscopists reduce missed diag-
nosis and improve the accuracy of colonic polyp diagnosis.
The processing framework is shown in Fig. 1.
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Figure 1: Diagnosis processing framework

Datasets

At present, there are very few public datasets related to
colonic polyps and few images in the available datasets of
colonic polyps. We collected two colonoscopy RGB im-
ages datasets of children from the study by Wang et al.
(Wang et al. 2020b), CP-CHILD-A dataset and CP-CHILD-
B dataset. As the training sets, CP-CHILD-A dataset con-
tains 800 colonic polyp images and 6200 normal or other
pathological images, as shown in Fig. 2(a) and 2(b), respec-
tively. There are 300 colonic polyp images and 300 normal
images in the testing sets, CP-CHILD-B, which uses to ver-
ify the generalization ability of the model.

Colonic polyp detection is difficult for the following rea-
sons: (1) Other colonic lesions, such as inflammatory bowel
disease, ulcerative colitis pictures, etc., may cause bleed-
ing, follicles, etc. their pictures look like polyp pictures. (2)
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(a) Colonic polyp

(b) Non-polyp

Figure 2: Images in CP-CHILD-A

Many of the polyps in the picture do not appear in the field
completely, and some of them even only appear in the cor-
ner of the picture. (3) Light and shooting angle also affect
the imaging quality.

The large dataset CHILD-A was divided into 90% train-
ing set and 10% validation set by random sampling. Then,
data augmentation methods, including random horizontal
and vertical rotation, brightness change and channel shift,
were accomplished with ImageDataGenerator in training
dataset, which was expanded into 7543 images (5580 to
6530 for non-polyp and 620 to 1013 for polyp). The details
of the datasets are shown in the Table .

Dataset Training Validation Testing
None-polyp 6530 620 300
Polyp 1013 80 300

Table 1: Data distribution in three datasets

ResNets

Deeper networks often have better feature extraction ability
and performance. But with the increase of network depth,
the degradation problem will appear, i.e., with the increase
of training times, the accuracy will reach saturation or even
decline. The residual network model proposed by He et al.
(He et al. 2016). effectively solves this problem. In ResNets,
identity mapping is applied to optimize the residual part in
order to better highlight the changes. Compared with the
general convolution, the residual block uses skip connection
to realize identity mapping and make it bypass the nonlin-
ear transformation. ResNets are stacked by residual blocks,
so the network is easier to optimize and its depth can be
greatly increased, both of which can improve the recognition
accuracy. The residual networks used in our experiments is
ResNet50.

Net-GAP

For image classification, the feature maps generated by the
last convolutional layer in CNN are usually fed into a fully
connected layer, and finally connected with soft-max logis-
tic regression layer (Wang et al. 2020a). However, the fully
connected layer not only brings a huge number of parame-
ters, but also makes the network easily fall into over-fitting,

which leads to the weak generalization ability of the net-
work. Lin et al. (Lin, Chen, and Yan 2013). proposed the
global average pooling (GAP) method for the first time.
Different from the traditional FC layer, GAP layer applies
global average pooling to the whole feature map, so that
each feature map only gets one output. GAP greatly re-
duces the number of parameters, thus greatly simplifying
the network and avoiding over fitting. By using GAP, each
feature map has only one output feature. This one-to-one
correspondence mode of feature map and category strength-
ens the relationship between the credibility of feature map
and concept (category), and makes the classification task
highly understandable. Based on the above idea, we com-
bine ResNet50 with GAP in this paper. By replacing the FC
layers with GAP, the new network structures, named Net-
GAP, where the “Net” is the original neural networks’ model
before replacement, is obtained.

Implementation details

Our Computer-aided Diagnosis system (CADs) for intesti-
nal polyp utilized an improved ResNet50 as classification
network. The training from scratch ResNet50 framework
was constructed using TensorFlow that GAP layer was pro-
posed between the last convolution and softmax layer sub-
stituting the average pooling and fully connected layers. The
batch size was set up to 16 and the ResNet50 was trained
with 30 epochs. The Adam method is adopted to minimize
the crossEntropy loss function with the initial learning rate
of 0.0005. Moreover, the input size of images was unified to
256x256.

Evaluation criteria

As the evaluation criteria used by most medical image classi-
fication models, we use accuracy, sensitivity and specificity
as the evaluation criteria. Accuracy refers to the ratio of all
correct classification results in the classification model to the
total input pictures. Sensitivity, also known as Recall, is the
proportion that the model predicts the polyps correctly to all
the results of the polyp samples. Specificity is the propor-
tion that the model predicts the non-polyps correctly to all
the results of the negative samples.

Results

We used the network models introduced in “Method” to con-
duct experiments on CP-CHILD-A. The results of training
were shown in Fig. 3. The CADs achieved great perfor-
mance with the accuracy and loss of 0.9728 and 0.0890 in
training dataset that 0.9843 and 0.0535 in validation dataset,
respectively (Fig. 3(a)- 3(b)). It was demonstrated in the con-
fusion matrix that only 6 samples are classified as false neg-
ative (FN) and 5 samplesas false positive (FP) (Fig. 3(c)).
Furthermore, the other evaluation index including precision,
recall and specificity were analyzed in Table .
Subsequently, we test our CADs for polyp diagnosis with
the CHILD-B dataset containing 300 images for both two
categories. As a result, 15 polyp images were wrongly clas-
sified as non-polyp and 13 non-polyp images classified as
polyp (Fig. 4(a) ). The examples of these wrong predicted
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Figure 3: The performance of CADs in training process: (a)
The accuracy curve of training and validation dataset. (b)
The loss curve of training and validation dataset. (c) Confu-
sion matrix of training process.

Precision  Recall  Specificity
None-polyp  0.9920  0.9900 0.9380
Polyp 0.9260  0.9380 0.9900

Table 2: Evaluation index of the training CADs

images were shown (Fig. 4(b)- 4(c)). The reason why the
model would wrongly classify we conclude as: (1) The fea-
tures in high dimension are not extracted completely. (2)
The structure of the model is limited. The model we used
is ResNet50, the parameters may not enough to extract more
features. (3) The images of test set are different from train-
ing set in image brightness, color etc., so may confuse the
model. Nevertheless, in general, the sensitivity and speci-
ficity of the model was 0.9567 and 0.9500, respectively,
demonstrating good classification performance and potential
for clinical application of our CADs for polyp diagnosis.

Conclusions

The combination of medical image processing and neural
network is a new branch and industry hotspot in the field of
digital medicine, and its application in the medical field has
received extensive attention. Colonoscopy is easily limited
by the operator s experience, and the factors such as inex-
perience and visual fatigue will directly affect the accuracy
of diagnosis. In the experiments, we combine the classical
CNN models ResNets with global average pooling, and pro-
pose the new network structures ResNets-GAP. The accu-
racy, sensitivity and specificity of the model in an indenpen-
dent dataset are all above 95%. It demonstrates that the pro-
posed approach has good effect on the automatic detection
of colonic polyps.
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Figure 4: The performance of CADs in testing process: (a)
Confusion matrix of testing process. (b) Examples of false
negative samples. (c) Examples of false positive samples.
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