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Abstract

With the booming development of the Internet, users have
produced a large amount of text information, such as news,
microblog, blog, and so on. By exploring the emotional atti-
tudes behind these texts, we can grasp the attitudes and mood
changes of public opinion, and then help relevant personnel
understand the overall evaluation and make appropriate ad-
justments. The topic of sentiment analysis is to analyze sub-
jective and unstructured texts with emotional colors and iden-
tify the attitude of users. In this project, we collected texts
from the Internet (mainly from the news), used the BERT
model and the LSTM model to judge emotions expressed in
texts (positive, neutral, or negative), and drew the following
conclusions: The accuracy of Bert Base Chinese Model based
on pre-training is much higher than LSTM model.

Introduction
With the rise of various social platforms, more and more
content is generated by users on the Internet, resulting in a
large amount of text information, such as news, micro-blogs,
and blogs. Faced with such a large and emotional text in-
formation, we can fully consider tapping its potential value
to serve the people. For example, understanding the emo-
tions in news content can grasp the attitudes and emotional
changes of public opinion, which helps the government and
enterprises realize public opinion analysis and monitoring,
and respond to sudden public opinion events in a timely
manner.

Therefore, in recent years, sentiment analysis has received
close attention from researchers in the field of computer lin-
guistics and has become a research hotspot. In today’s era of
information explosion, these news texts are growing expo-
nentially every day, and manual analysis alone requires a lot
of manpower and time. Therefore, automatic identification
of positive and negative emotions expressed in online news
has important theoretical significance and practical value.

Sentiment analysis is to identify the user’s views and at-
titudes about a thing or a person, such as a movie review,
a product evaluation, an experience and so on. According
to the analysis of the subjective text with emotional color,
the user’s attitude is recognized, whether it is like, hate, or
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neutral. There are many applications in real life. For exam-
ple, through the sentiment analysis of Weibo users(Sun et al.
2015) to predict stock trends, predict movie box office, elec-
tion results, etc., it can also be used to understand users’
preferences for companies and products, and the analysis
results can be used Improve products and services, you can
also discover the strengths and weaknesses of competitors
and so on.

This task aims to accurately distinguish the emotional po-
larity of the text in the big data set. Emotions can be divided
into three types: positive, negative, and neutral. In the face
of massive news information, accurately identifying hidden
emotional tendencies is of great significance for the effective
monitoring, early warning, and guidance of public opinion
and the healthy development of the public opinion ecosys-
tem.

There are many difficulties in the topic of text emotion
analysis. Text features are difficult to extract and standard-
ize, which is more prominent in Chinese text. The same
word may express different emotions in different contexts.
For example, ”wear as much as you can in winter and as
little as you can in summer” can be expressed in the same
way in Chinese, which is not conducive to text emotion
analysis. The use of non-emotional stop words will affect
the emotional score. Besides, more and more new words on
the Internet are also a challenge for text emotion analysis,
and text sentiment analysis has certain subjective judgments.
The same sentence may have different feelings for different
people, and this ambiguity is very difficult to distinguish.

Related Work
With the development of deep learning research, the appli-
cation of the neural network model to emotion classification
has achieved remarkable results. At present, emotion classi-
fication based on deep learning can be divided into emotion
classification of single neural network, emotion classifica-
tion of hybrid neural networks, emotion classification with
attention mechanism, and emotion classification of the pre-
training model.

Emotion classification of single neural network usu-
ally adopts a typical neural network model (such as CNN
(Dos Santos and Gatti 2014), LSTM (Wang et al. 2016),
etc.) to apply to text emotion classification. (Dos Santos and
Gatti 2014) applied CNN model to pre-trained word vector



for sentence-level classification to achieve emotion classi-
fication chest. (Melamud, Goldberger, and Dagan 2016) use
two-way LSTM to effectively learn generic sentence context
representations from large corpora. (Qian et al. 2016) define
four rules to combine linguistic knowledge (including emo-
tion dictionary, negative words, and adverbs of degree) with
LSTM, and propose that LR-LSTM is applied to sentence
level emotion classification, which has a much higher effect
than the standard LSTM. (Jelodar et al. 2020) used the ad-
vantage of LSTM to better capture the semantic meaning of
above and below to classify the comments on novel Coron-
avirus by emotion, to guide the related public opinion prob-
lems caused by novel Coronavirus.

Emotion classification of hybrid neural networks usually
refers to combining the advantages of different network
models and applying them to emotion classification. (Sun
et al. 2019) integrated dependency tree and neural network
for representation learning and proposed a method combin-
ing LSTM and GCN for emotion classification.

Emotion classification with attention mechanism usually
refers to the introduction of attention mechanism into deep
learning model for emotion classification. Since the atten-
tion mechanism can pay attention to a specific part of the
input, it can effectively improve the effect of emotion clas-
sification. (Mnih et al. 2014) uses the attention mechanism
on the RNN model to classify images. Subsequently, (Bah-
danau, Cho, and Bengio 2014) uses attention-like mecha-
nisms to perform translation and alignment simultaneously
in machine translation tasks, and their work is the first to
apply attention-like mechanisms to NLP. Then the attention
mechanism is widely used in various NLP tasks based on
NEURAL network models such as RNN or CNN. In 2017,
(Vaswani et al. 2017) made extensive use of self-attention
mechanism to learn text representation. The mechanism of
self-attention has also become the focus of recent research
and has been explored in various NLP tasks.

Emotion classification using the pre-training model
means that using the trained model of the data set and fine-
tuning the training model can achieve a better effect of emo-
tion classification. (Yin, Meng, and Chang 2020) combined
context representation with binary unit parsing tree and pro-
posed sentiBERT model for emotion classification, which
was mainly based on the improvement of Bert model (De-
vlin et al. 2018). (Ke et al. 2020) added language knowledge
into the pre-training model and proposed a new pre-training
language representation model sentiLARE by using Senti-
wordnet (Baccianella, Esuli, and Sebastiani 2010) to extract
the emotional polarity of each word perceived above and be-
low. (Tian et al. 2020) used a semi-supervised method to
mine emotional words and attribute-emotional word pairs,
and integrated the two kinds of emotional knowledge into
BERT, and proposed an emotional knowledge enhancement
pre-training model called SKEP.

In our works, we choose document-level sentiment anal-
ysis. This problem is basically a text classification problem.
Here in general it is assumed that the document is written
by a single person and expresses an opinion about a single
entity. One of the major challenges in the document-level
classification is that all the sentences in a document may

not be relevant in expressing the opinion about an entity.
We’ve tried to solve this problem in two methods —— the
LSTM method and the BERT method. In the following part,
we will first introduce the two methods we used, then intro-
duce the data set, and give the corresponding experiments,
results, and conclusion.

Proposed Method
Categorizing the emotional polarity of the news data. Posi-
tive emotions correspond to 0, neutral emotions correspond
to 1 and negative emotions correspond to 2. According to
the training data, the emotional polarity of the news in the
test set should be judged by algorithm or model. The model
is base on BERT model ,and the upper frame of BERT is
altered. In addition, we also used LSTM to compare with
Bert.Specific methods are as follows:

BERT
Pre-training
In this text classifification task, we choose to use the pre-
training model. The Pre-training model makes good use of
transfer learning, so that the model of natural language pro-
cessing can be applied to different language tasks. The emer-
gence of pre-training makes natural language processing en-
ter a new era.

It has the following advantages:

• It can transfer the knowledge learned from the open do-
main to downstream tasks to improve low resource tasks,
which is also very //beneficial to low resource language
processing.

• Be able to learn the context sensitive representation of
each word in the input sentence.

• The pre-training model has achieved the best results
in almost all NLP tasks. In addition, the pre-training
model+fine tuning mechanism has good scalability.
When apply a new task, you only need to fine tuning for
the labeled data of the task.

The pre-training model has three key technologies.
The first key technology is transformer. It is the core

network of Pre-training language model. Like most seq2seq
models, the structure of transformer is also composed of en-
coder and decoder. Encoder and decoder are composed of
multi-head-self-attention and feedforward neural network.
The context of words is obtained by calculating the degree
of dependence or correlation between two words and then
normalizing these scores.

The second key technology is self supervised learning.
The most commonly used are AR (autoregressive) LM and
AE (automatic coder). ARLM mainly uses the ahead word
sequence to predict the occurrence probability of the next
word. The automatic coder mainly processes the damaged
input sentence (such as masking a word in the sentence, or
disrupting the word order) to reconstruct the original data.

The third key technology is fine tuning. When doing
specific tasks, fine tuning aims to use its labeled samples
to adjust the parameters of the pre-training network. Bert
is a method based on fine tuning. In Bert, the input is two



sentences, and the corresponding coding representation of
each sentence is obtained through Bert. We can simply use
the first hidden node of the pre-training model to predict
the probability that the two sentences are synonymous sen-
tences. At the same time, we need to add an additional linear
layer and softmax to calculate the distribution of classifica-
tion labels. The predicted loss can be transmitted back to
Bert, and then the network can be fine tuned. Of course, we
can also design a new network for specific tasks and take the
results of pre-training as its input.

There are usually two pre-training methods. The trained
network is used to extract features from new samples. Then,
we input these features into a new classifier and train from
scratch. Another fine-tuning strategy is to use the known
neural network and known network parameters to modify
the final output layer to its own required output layer.

Figure 1: structures based on the BERT model
.

The Architecture of BERT
Bert is a pre-trained language representation model, which
emphasizes that the traditional one-way language model or
the shallow splicing of two one-way language models are no
longer used for pre-training. Instead, a new masked language
model (MLM) is adopted to generate in-depth bi-directional
language representation. Bert’s model architecture (Figure
1) is actually a multi-layer biderectional transformer en-
coder. In this task, we first obtain a pre-training model based
on Bert. Then, we can fine tune its output layer to obtain the
output we want.

Figure 2: input based on the BERT model
.

The Input of BERT
Although the input of Bert is the same as that of transformer,
Bert is not a transformer embedded in a fixed position, and
the embedding position of Bert is learnable. Moreover, the

”sentence” input by Bert can not only be a single sentence,
but can be a combination of two or more sentences, but gen-
erally we only use two sentences. Figure 2 shows the input of
Bert. The first tag of each sequence is always a special clas-
sification tag ([CLS]). The final hidden state corresponding
to this tag is used as the aggregate sequence representation
of the classification task. Sentence pairs are packaged into a
sequence. We distinguish these sentences in two ways. First,
we separate them with a special tag ([SEP]). Secondly, we
add a segment embedding to each tag to indicate whether
the word belongs to sentence A or sentence B. Bert’s input
is the sum of three embedded features. Among them, posi-
tion embedding encodes the position information of words
into feature vectors, and is an important part of introduc-
ing the position relationship of words into the model. The
eigenvalue of segment embedding marked sentence A is 0
.The characteristic of sentence B is 1.

Masked Language Model(MLM)
Before Bert, most models were only one-way training from
left to right or right to left, without considering the context.
The depth biderectional model takes this into account, so
it is more powerful.In addition ,since bidirectional condi-
tioning would allow each word to indirectly “see itself”, and
the model could trivially predict the target word in a multi-
layered context.

The first task of pre-training is MLM, which randomly
masks a certain ratio (generally 15%) of tokens, and then de-
termines the word at this position with a certain probability
is replaces it with another word, replaces it with [mask] and
remains unchanged. The specific strategies are as follows:

• 80% of the time: Replacing the word with the [MASK]
token.

• 10% of the time: Replacing the word with a random
word.

• 10% of the time: Keeping the word unchanged. The pur-
pose of this is to bias the representation towards the ac-
tual observed word.

Next Sentence Prediction
Many important downstream tasks such as question answer-
ing and natural language reasoning are based on understand-
ing the relationship between two sentences. Language mod-
eling does not capture these relationships directly. In order
to get a model that can understand the relationship between
two sentences, a unitary corpus is generally used to pre-train
to get a binary next sense prediction. Therefore, next sen-
tence prediction enables the model to understand the rela-
tionship between two sentences. We select sentences A and
B for each pre-training sample. Then, with 50% probability,
we regard B as A sentence after a, and with another 50%
probability, we randomly select a sentence as a sentence af-
ter A.

The Output of Bert
For the text classification task, we only need to insert the task
specific input and output into the Bert, and then fine tune all
parameters end-to-end. In this task, we use linear layer and



Figure 3: Block diagram of the LSTM recurrent network
“cell.”

.

activation function as our output layer, so the text is divided
into three categories: 0, 1 and 2. 0 is positive,1 is neutral2 is
negative

BERT-Base-Chinese Model
In our works, we use the BERT-Base-Chinese model,
which is an improved model based on Bert and can
classify Chinese texts. The model download address
is:httpshttps//huggingface.co/bert-base-chinese

LSTM
Long short-term memory networks (Hochreiter and Schmid-
huber 1997), which are also known as LSTM have a specific
architecture to handle long-term dependencies with sequen-
tial data. In particular, LSTM aims to overcome the vanish-
ing gradient and exploding gradient problem of RNN (Ben-
gio, Simard, and Frasconi 1994). LSTM cells are more com-
plicated and maintain two states namely cell state and hid-
den state. LSTM unit consists of four gates that interact to
maintain the cell state and hidden state.

In particular, an LSTM network could control the infor-
mation flow from current input and hidden state of previ-
ous time steps using the gated architecture. Figure 3 de-
picts a block diagram of the LSTM recurrent network “cell”.
The cell state is maintained to carry information about long-
term dependencies. The LSTM decides which information
to keep or dump using the forget gate, which is a function
of the previous hidden state and current input. The input
gate facilitates the functionality to decide what information
should be preserved inside the cell state. The cell state is up-
dated based on the old cell state in the previous time step and
the candidate value for the current time step. The candidate
value for a given time step is calculated based on the input
of the current time step and the previous cell state. While the
cell state in the previous time step produces an impact on the

Figure 4: One sample of data
.

Figure 5: Data length distribution chart
.

current cell state incorporated with the forget gate, the can-
didate value makes an impact on the cell state engaging with
the input gate. Finally, the output gate decides which part of
the cell state should be delivered as the output in a given cell
state.

Experiment

Data Set

Because news is often a matter of reporting and evaluation,
our data set is not a traditional one sentence form, but a para-
graph. As shown in figure 4. The corresponding label of this
news paragraph is 2, which is negative.

As can be seen from figure 4, news headlines and news
content are mixed together. In addition, there are many prob-
lems in the data set, such as more punctuation and useless
symbols, stop words, separation of title and content fields,
etc. So we process the data. This makes the data cleaner and
the accuracy of the model will be improved accordingly.

Figure 5 shows our data length distribution chart (the x-
axis is the data length and the y-axis is the corresponding
number). From the chart, we can see that most of the data
lengths are about 400. Figure 6 shows our data category dis-
tribution chart. About 10% are labeled 0 (positive), about
50% are labeled 1 (neutral), and about 40% are labeled 2
(negative). Then we roughly divide the data set into three
categories: training set, verification set and test set, account-
ing for 60%, 20% and 20% respectively.



Figure 6: Data category distribution diagram
.

The Result Based BERT linear layer and activation
function
Table 1 shows the accuracy of four different pre-training
models combined with the final linear layer and activation
function. From the table, we can see that the accuracy of the
main pre-training model BERT-base-Chinese used in this ex-
ample is the highest, reaching 84.5%.

Pre-Training Model ACC

bert-base-chinese 0.8452624403544649

chinese-roberta-wwm-ext-pytorch 0.825494205862304

chinese-rbtl3-pytorch 0.8070892978868439

chinese-wwm-pytorch 0.8064076346284935

Table 1: Accuracy based on four different pre-training mod-
els

The Result Based LSTM
In this method, the network layer is embedded layer, LSTM
layer, and full connection layer. At the embedding layer, the
main work is to transform the words in the text into 300-
dimensional word embedding. We use the pre-trained Chi-
nese word vector list, and the word vector features include
word, character, and n-gram.At the LSTM layer, we set the
length of the hidden layer to 128, and the final full-connected
layer output to 3 layers for 3 classifications. Finally, the ac-
curacy of LSTM is 71%

Conclusion
From the results of the above two models, it can be seen
that the accuracy of Bert base Chinese model based on pre-
training is much higher than that of LSTM model. Although
LSTM solves the problem that DNN or bow word bag model
can not distinguish timing, it has poor effect on the long de-
pendence problem. After many steps of transmission, the in-

formation will be weakened. So that we can’t better extract
the features in the text.

In this paper, based on the Bert model, by introducing
MLM, the learned representation can fuse the context in two
directions. Next sentence prediction is also added to under-
stand the relationship between two sentences. Through these
two mechanisms, Bert can better extract the features in the
text
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