OutfitCartoon: Dressing Up Your Anime Character With Diffusion Models
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Abstract

Recent advancements in Diffusion models and Al paint-
ing technologies have opened new avenues for explor-
ing the customization of image generation. Some re-
search has been conducted on character customization,
while most of these works only involves real people, but
not for cartoon characters. We introduce OutfitCartoon,
a method to control large-scale diffusion models for
cartoon character outfit customization, allowing users
to customize the attire of their favorite animated char-
acters. This work can be applied in many fields, such
as providing inspiration for designers, facilitating game
developers, and applying it in virtual reality and other
areas. We aim to achieve personalized costume changes
for stylized characters in multiple phases, starting with
manually masked images and textual descriptions, and
then focusing on processing results automatically.

Introduction

Al outfit customization is currently a hot research field, with
an increasing number of people attempting to control gen-
erated images through the neural network. However, most
of this kind of dress-up methods currently involve real peo-
ple, and there are relatively few studies on cartoon character
dress-up. It should be noticed that the world of anime char-
acter customization has witnessed a surge in popularity, with
enthusiasts interested in customizing their favorite animated
personas.

This work provides potential value across various do-
mains, including offering creative inspiration to designers,
aiding game developers, and finding utility in virtual reality
and related fields. Yet cartoon character customization faces
two primary challenges: character information conservation
and keeping the feature of user-provided clothing. To ad-
dress these challenges, we follow the up-to-date deep learn-
ing and image generation technologies and aim to make cos-
tume changes for cartoon characters.

In recent years, Diffusion Models(e.g.Stable Diffu-
sion(Rombach et al. 2022)) has emerged as a groundbreak-
ing technology, propelling image generation to new heights.
The forward and reverse diffusion processes have unlocked
exciting possibilities for data generation and manipulation.
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Due to the limited ability to finely control generated images,
some efforts have explored various approaches to regulate
the network of diffusion models, such as T2I-Adapter(Mou
et al. 2023) and ControlNet(Zhang, Rao, and Agrawala
2023).

As for conditional image generation task, the newest
state-of-the-art methods are EluCD_DDPM(Ma et al. 2023),
ADM-G series(Zheng et al. 2022) etc.

In this paper, we aim to provide a framework called Out-
fitCartoon, which is inspired by ControlNet, with the aim
of achieving customized outfitting for stylized characters,
particularly anime and cartoon personas. We plan to unfold
this work into multiple phases, starting with manual masks
and textual descriptions for attire modifications and subse-
quently automate attire application, which could eliminate
the need for manual masking in some way. Our work will be
released as an extension for AUTOMATIC1111, which is a
famous webUI framework for Stable Diffusion.

Related Work
Diffusion Models

Recently, diffusion models(Ho, Jain, and Abbeel 2020) have
achieved tremendous success in the field of image genera-
tion. Before it came up, the most common models for image
generation are Generative Adversarial Network(GAN) and
Variational Autoencoder(VAE). In 2020, Denoising Diffu-
sion Probabilistic Model(DDPM) was introduced, and like
other generative models, it aims to generate target data sam-
ples from simple distribution noise.

The diffusion model always comprises two processes: the
forward process and the reverse process. The forward pro-
cess, also known as the diffusion process, transforms the im-
age Xy into a Gaussian distribution X7 through T iterations
by adding random Gaussian noise. The reverse process can
be used to generate data samples by recovering X from X
through multiple denoising steps.

Some methods were used to improve Diffusion and en-
hance its performance. For example, (Song, Meng, and
Ermon 2020) introduced the Diffusion Denoising Implicit
Model(DDIM). Building on the efficiency improvements of
DDPM, DDIM achieved the effect of 1000-step sampling
in just 50 steps. DDIM not only enable efficient sampling
but also pioneered a deterministic sampling method, remi-



niscent of GAN Inversion, for image editing and generation.

Following this, OpenAl released “Classifier Guidance”
(also known as Guided Diffusion)(Ho and Salimans 2022),
which introduced a crucial strategy of guiding diffusion
models to generate images using classifier-based guidance.
Coupled with various other enhancements, diffusion mod-
els successfully surpassed the giants in the generative field.
(Rombach et al. 2022) proposed a method, which could ap-
ply diffusion models in the latent space with powerful pre-
trained autoencoders. They introduced cross-attention layers
into the model architecture, which makes it more efficient.
(Dhariwal and Nichol 2021) improves the existing diffusion
model architecture, and proposes a scheme that can balance
the diversity and fidelity of image generation.

In April 2022, OpenAl unveiled DALL-E 2, which lever-
aged diffusion models and massive data to exhibit unprece-
dented levels of understanding and creative capabilities.

The release of Stable Diffusion(Rombach et al. 2022) in
2022 further propelled image generation, making it more
aligned with human needs.

Controlling Image Diffusion Models

With the advancement of Diffusion models, there is an
increasing focus on methods for controllable modula-
tion. Significant progress has been made in this regard.
MakeAScene(Gafni et al. 2022) encodes segmentation
masks into tokens to control image generation. GLIGEN(Li
et al. 2023) introduces new parameters for the diffusion
model’s attention layer to improve image generation. Text
Inversion(Gal et al. 2022) and DreamBooth(Ruiz et al. 2023)
allow fine-tuning of image diffusion models using a small
number of user-provided example images to personalize the
content in generated images. SpaText(Wong and Trevathan
2001) maps segmentation masks to local token embeddings.

Furthermore, Prompt-based image editing techniques pro-
vide practical tools for manipulating images using prompts.
Voynov et al(Voynov, Aberman, and Cohen-Or 2023) pro-
pose an optimization method to adapt the diffusion pro-
cess to sketches. T2I-Adapter(Mou et al. 2023) provide ex-
tra guidance to pre-trained text-to-image (T2I) models while
not affecting their original network topology and genera-
tion ability. ControlNet(Zhang, Rao, and Agrawala 2023)
add spatial conditioning controls to large, pretrained text-
to-image diffusion models, and makes experiments to show
that it may facilitate wider applications to control image dif-
fusion models. Composer(Huang et al. 2023) introduces a
novel generative paradigm that enables flexible control over
output images, including spatial layout and color palettes,
while maintaining compositional quality and model creativ-
ity. LoORA(Hu et al. 2021) proposes Low-Rank Adaptation,
which freezes the pre-trained model weights and injects
trainable rank decomposition matrices into each layer of
the Transformer architecture, greatly reducing the number
of trainable parameters for downstream tasks, and could be
migrated to diffusion models. Besides, concurrent works are
also examining a wide variety of ways to control diffusion
models.

Method
Preliminary

The typical diffusion model consists of two processes: one is
the forward process, which adds a small amount of Gaussian
noise to the sample in T steps, the other is the corresponding
backward process, which includes learnable parameters to
estimate and eliminate noise in order to recover the input im-
age. In this paper, we use Stable Diffusion as our exemplary
base model to demonstrate how we utilize our OutfitCartoon
workflow to perform character outfit changes.

Stable Diffusion includes several core components, such
as a text encoder (using the CLIP’s ViT-L/14 text encoder
in Stable Diffusion) to convert user input prompt text into
text embeddings, an Image Auto Encoder-Decoder model to
encode the image into latent vectors or reconstruct the im-
age from latent vectors, and a UNET structure for iterative
denoising and multi-round prediction guided by text, trans-
forming random Gaussian noise into image latent vectors.
The samplers are responsible for carrying out the denois-
ing steps, and much work(Karras et al. 2022) focuses on
evaluating their properties. As for in cartoon character, we
found that using PLMS(Liu et al. 2022) and UniPC(Zhao et
al. 2023) sampler is always good for the task.

Our OutfitCartoon is a network structure that allows for
outfit changes for anime characters based on text prompts
or input images. We will first introduce the overall structure
of OutfitCartoon, and then discuss how to use this network
structure to achieve outfit changes and related details.

OutfitCartoon

OutfitCartoon uses ControlNet, combined with semantic in-
formation such as posture, depth, and canny in the image,
to fix everything except the character’s outfits. This aims to
preserve the original content in the image and prevent sig-
nificant differences between the generated image from the
diffusion model and the original image. For input images,
cartoon character-related images often have complex back-
grounds with many details, so we implement methods to
segment the images first. With powerful vision models ca-
pable of handling new image tasks, such as MODNet(Ke et
al. 2022) and SAM(Kirillov et al. 2023), we can perform
image segmentation before sending it to image generation
models to synthesize outfits for characters. For the anime
style, enhancing segmentation mask detection is necessary,
since the composition of the images is generally complex.
In practice, we use pre-trained MODNet network, which
could do trimap-free portrait matting task in real time, and
we implement SAM for image segmentation, extracting the
background and non-clothing parts of the cartoon character.
The segementation results are followed by the diffusion pro-
cesses to generate the remaining “foreground” parts.

The whole network architecture is shown in Figure 1.
Given an input image zg, the diffusion process adds noise
to the image and produce a noisy image z;, where t repre-
sents the timestep of noise, which could be handled by noise
schedular in denoise process. Given text prompt c;, condi-
tions ¢y by ControlNet(such as depth map ¢4, openpose ¢,
and segmentation map c;), together with LoRA connected
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Figure 1: The network architecture of our OutfitCartoon. The LoRA and the BLIP parts are trainable and the other parts are
fixed. The grey part shows how the ControlNet part is added to control the image generation process, and LoRA makes our
network more familiar with the concepts of outfits. The conditions we give to ControlNet are depth map for hand generation,
OpenPose input to keep posture, and segementation map to keep semantic information.

to the attention modules of UNet in diffusion models, the
network learns a predictor €y to predict the noise which is
added to the original zp. The loss function of the training
process is

LOSS = EZQ,t,Cf,Ct,ENN(O,l) [H€ - 6/9(Zt, ta Cf, Ct)”%}, (1)

where Loss is the learning objective for the OutfitCartoon,
and €, means the denoising module conducted by LoRA and
ControlNet.

Change Outfit Workflow

We make two workflows combined in an extension to
do text-to-image and image-to-image tasks on cartoon
characters’ outfit generation and outfit changing in Auto-
maticl111(A famous Stable Diffusion WebUI program), and
make a small outfit dataset with around 100 images and tar-
get labels for LoRA to finetune stable diffusion. Since car-
toon characters’ outfit is always hard to extract and it may be
difficult for the network to learn features, we use 60% real
outfit images in our dataset and find that the LoRA has the
ability to migrate the knowledge learning from real-world
images to non-realistic style.

In text-to-Image workflow, we use text prompts and the
original image with a cartoon character for image gener-
ation. OutfitCartoon can automatically extracting the fore-
ground of the input image(in most time this is the character),
then generate a segmentation map and a mask for inpainting,
which could be edited by users. The image-to-image(Meng
et al. 2021) method of the Diffusion model combined with
Inpaint Anything(Yu et al. 2023) can be utilized to generate

new clothing corresponding to a given text description using
the original clothing mask.

As for the Image-to-Image workflow, we train a LoRA to
guide diffusion models to generate clothes similar to the in-
put image by adding bypass to the attention module. We still
use pre-trained MODNet and SAM to segment the clothing
in the input image, followed by using BLIP(Li et al. 2022)
to extract features from the input image, to generate corre-
sponding information and find similar prompts for what we
trained for LORA. We finetune the BLIP model with our out-
fit dataset, to make the output corresponded to the prompts
we trained for LoRA. Training a model such as LoRA or
IlyCORIS(Yeh et al. 2023) to fine-tune the Diffusion Model
can significantly improve the quality of generated outputs,
since it helps LoRA guiding the Diffusion Models to mem-
orize the concept of specific clothing. Additionally, it’s im-
portant to address the issue of language drift. Language drift
has been an observed problem in language models(Lu et al.
2020), and since Stable Diffusion is trained on a very large
dataset, fine-tuning with a very small dataset can easily lead
to knowledge forgetting. Specifying the fine-tuning range
within the training set’s text, i.e., CARTOONOUTFIT, can
mitigate this type of forgetting.

Experiments
Qualitative Evaluation

Through Figure 1, we demonstrate the innovative clothing
designer framework proposed in our research. This frame-
work provides users with a new interactive platform, allow-
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Figure 2: Our work can generate high-quality clothing designs based on given character images and text. The original image
provided by the user is on the left, and custom prompts are placed above. The middle section demonstrates that after receiving
user input, our framework provides personalized dressing functions for the characters in the original image without altering

their posture or gestures.

ing them to easily upload original images and input custom
prompts. Our framework is capable of providing personal-
ized clothing change functions for the characters in the orig-
inal images based on user input, while maintaining the char-
acters’ original poses and gestures. It is worth noting that
different styles will produce distinctly different clothing ef-
fects and our work can perfectly fit different character im-
ages. It is evident from the figure that our framework has
performed remarkably well in terms of controllability and fi-
delity of generation. This framework not only enhances user
experience but also holds promise for offering some assis-
tance to the clothing industry, providing new design and in-
teraction methods for clothing designers and users.

For instance, under the condition of a single character im-
age with the text prompt “"bohemian style, layered clothing,
earthy colors, fringe accessories, ethnic prints, natural fab-
rics, artistic designs” (1st row, 7th-10th columns), the gen-
erated image accurately depicts the given character wear-
ing Bohemian-style clothing. The character in the image
is dressed in typical Bohemian-style attire, which perfectly
aligns with the elements of layered clothing, earthy colors,
fringe accessories, ethnic prints, natural fabrics, and artistic
designs. This seamless integration with the described char-
acter showcases our framework’s ability to understand and
accurately present specific clothing styles.

From Figure 2, we could find out that our system can
process character images of various sizes, whether they are
half-length or full-length, and perform outfit changes. At
the same time, users can also define whether to retain the

original background or generate a new one. Our framework
utilizes pre-trained MODNet network and SAM for image
segmentation, separating the background and non-clothing
parts of the cartoon characters, and then uses ControlNet
combined with Stable Diffusion to generate the remain-
ing “foreground” parts. For example, in the first case, we
successfully separated the characters from the background
and generated new outfits while retaining the original back-
ground. In the second case, we demonstrate the system’s
ability to generate imaginative backgrounds based on user
prompts. For instance, in the case of generating winter out-
fits (3rd row, 5th-7th columns), our system not only dressed
the characters in winter clothing but also effectively simu-
lated a snowy winter background.

Ablation 1: ControlNet vs Without ControlNet

The upper section provides a detailed introduction to our
ControlNet. The images in the second columns display the
dressing results using the ControlNet extension, while the
images in the third and fourth columns show the dressing
results without using ControlNet. It is clearly evident that
the use of ControlNet preserves the pose of the character,
resulting in better consistency with the original image. Con-
versely, not using ControlNet leads to catastrophic inaccura-
cies, resulting in significant differences from the original im-
age. Figure 3 demonstrates that ControlNet performs better
in capturing the posture of the clothing, accurately capturing
both major body postures and minor posture details.

Ablation 2:Segmentation vs Without Segmentation

Thanks to the great contribution of Segment Anything, we
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Figure 3: Qualitative results of ablation studies. The first column: input original image and prompt. The second column: re-
sults of using OutfitCartoon normally. The third and fourth columns: the effects after removing ControlNet. Differences are
highlighted in the orange box. We can see that ControlNet can effectively preserve the posture of the original image. The fifth
and sixth columns: the effects after removing the Segment algorithm. It is evident that without the Segment algorithm, the
characteristics of the characters in the input original image are not preserved, and it appears to be a different person.

have implemented the function of segmenting characters. By
segmenting the input picture, we are able to create masks to
extract the desired features, such as the faces in the character
images. Using the Segment Anything algorithm, we can ex-
tract the mask of the face to ensure that the pre-trained model
does not alter the character’s features while generating new
clothing. In Figure 3, we conducted an ablation experiment.
The images in the second column contain the original image,
while the images in the fifth and sixth columns show the re-
sults without segmentation. It is clear that although Control-
Net ensures the overall consistency of the posture, the char-
acter in the right image is obviously different from the one
in the input image, indicating that the character has changed
along with the change in clothing. Therefore, it can be seen
that using the Segment Anything algorithm for mask image
consistency control can effectively ensure consistency with
the original image.

Summary and Future Work

In this paper, we propose a framework called OutfitCar-
toon, which utilizes large-scale diffusion models to achieve
customized clothing for cartoon characters. Our framework
aims to enable personalized clothing changes for stylized
characters. Inspired by ControlNet, our framework aims to
provide personalized dressing functions for cartoon charac-
ters based on user input, while maintaining the characters’
original poses and gestures. Our network architecture in-

cludes the trainable LoRA and BLIP parts of ControlNet,
with the remaining parts fixed. The ControlNet part controls
the image generation process to make it more controllable,
while LoRA familiarizes our network with the concept of
outfits.

In future work, we plan to integrate the capability to gen-
erate character outfit changes based on specific clothing im-
ages provided by users. This additional feature will enhance
the functionality of our framework, allowing users to visual-
ize how characters would look wearing specific outfits.

Overall, our framework holds promise for providing new
design and interaction methods for clothing designers and
users, and offers potential applications in various domains
such as virtual reality, gaming, and fashion design.
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